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#### Abstract

Classical block designs are important combinatorial structures with a wide range of applications in Computer Science and Statistics. Here we give a new abstract description of block designs based on the arrow category construction. We show that models of this structure in the category of matrices and natural numbers recover the traditional classical combinatorial objects, while models in the category of completely positive maps yield a new definition of quantum designs. We show that this generalizes both a previous notion of quantum designs given by Zauner and the traditional description of block designs. Furthermore, we demonstrate that there exists a functor which relates every categorical block design to a quantum one.


## 1 Introduction

Combinatorial design theory has a variety of applications in computer science and statistics. Its main focus lies on finite discrete structures, such as (hyper)graphs, finite projective and affine planes, block designs, orthogonal arrays and Latin squares that fulfil certain constraints on the arrangement of elements [15]. With the development of quantum computing, it is natural to ask how combinatorial objects fit into quantum information theory. Many interesting intersections between these fields are already known; for example, it has been shown that the problem of constructing mutually orthogonal Latin squares of order $d$ is equivalent to constructing a 2 -uniform state of $N$ qudits of $d$ levels having $d^{2}$ positive terms [5].

Some combinatorial objects have an analogous quantum form, which can lead to rich insights. For instance, Vicary et al. have introduced the notion of quantum Latin squares (QLS), a quantum analogue of Latin squares with which one can build a new construction scheme for unitary error bases [10]. Based on this, Goyeneche et al. introduced quantum orthogonal arrays and showed that they are related to QLSs, in the same way that orthogonal arrays are related to Latin squares [6], [4]. Quantum Latin squares also play a role in the classification of other biunitary constructions such as Hadamard matrices [12], quantum teleportation and error correction [10], and also give a new construction scheme for mutually unbiased bases (MUBs) as shown by Musto [9]. Only recently, Życzkowski et al. have found a quantum solution to the famous Euler's problem of thirty six officers, i.e. classically no two orthogonal Latin squares of order six exist, by constructing two orthogonal QLS of order six [11]. Other examples of the connection between classical and quantum combinatorics include the work by Wocjan and Beth on mutually unbiased basis construction from orthogonal Latin squares [17], and Wooter's description of affine plane constructions of mutually unbiased bases [18]. However, a unified perspective on the relationship between classical and quantum combinatorics remains elusive.

A prominent example of combinatorial designs are balanced incomplete block designs (BIBDs) [15], combinatorial designs with special balance constraints on the arrangement of elements, and Zauner has extended this to give a more general notion of quantum design [19]. Here we develop a categorytheoretical model for both classical and quantum designs, using the language of arrow categories. We
will start by reviewing classical design theory and Zauner's notion of quantum designs. We then develop a categorical framework based on arrow categories, that transfers the intrinsic properties of block designs to a pointed monoidal dagger category. Applied to the categories Mat $(\mathbb{N})$ and $\mathbf{C P}[\mathbf{F H i l b}]$, this framework yields a categorical model for both block designs and quantum designs. This not only leads to a more general description of both classical and quantum designs via completely positive maps, but also allows us to relate classical to quantum designs via a functor. Moreover, we will use these techniques to define a category of mutually-unbiased bases.

### 1.1 Structure of the paper

This paper is organised as follows. In Section 2 and Section 3 we will summarise the central mathematical concepts that are used in the paper, covering elementary combinatorics, quantum designs as defined by Zauner, and elements from category theory. Moreover, we give the definition of a category of BIBDs, namely Block and a category of general designs, namely Design. In Section 4 we will develop the design construction that describes the design structures discussed in Section 2.1 via an abstract operation on a pointed monoidal dagger category. By applying this construction to $\operatorname{Mat}(\mathbb{N})$, we then show in the beginning of Section 5 that this recovers the category theoretical description of classical designs, namely $\operatorname{Design}[\operatorname{Mat}(\mathbb{N})]$, and we show that there exists a functor from the subcategory $\operatorname{BDesign}[\operatorname{Mat}(\mathbb{N})]$ to Block. Furthermore, we define a category QDesign of quantum designs by applying the design construction to CP[FHilb], and show that it contains a subcategory where objects are uniform and regular quantum designs of degree 1. This also allows us to define a category of MUBs. Finally, we construct a functor between BDesign $[\operatorname{Mat}(\mathbb{N})$, FSet $]$ and QDesign, yielding a relation between categorical block designs and quantum design in accordance with earlier results given by Zauner [19].

Throughout the paper we will only consider finite dimensional Hilbert spaces.

### 1.2 Open questions

It would be interesting to know if the more general quantum designs that we define have an application in quantum computing, and in particular if the trace-preserving examples are interesting to use as quantum channels. The same holds for the CP-maps representing classical designs, which can be interpreted in terms of statistical mechanics ${ }^{1}$ Moreover, a category theoretical perspective might lead to new insights on the problem of finding the maximal number of MUBs in arbitrary dimension, a problem which has already been approached by Musto using categorical techniques [9]. Especially in this context, it would be relevant to know how one can embed Latin squares into our model, which may also give new insights on how QLS relate to quantum designs. Finally, one could ask how one can embed mutually unbiased measurements (MUMs) into this framework.
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## 2 Design Theory

In this section we recall the definition of balanced incomplete block designs, following Stinson [15] and Buekenhout [1]. We then review Zauner's definition of quantum designs [19].

### 2.1 Classical designs

We begin with the definition of designs.
Definition 2.1. A design is given by a set $V=\{1, \ldots, v\}$ of points, and a set $B=\{1, \ldots, b\}$ of blocks and an incidence relation I between them.
Designs can also be viewed as bipartite graphs on the partitioned set given by the disjoint union of the blocks and points. More concretely, we can represent a design as an incidence matrix, a $v \times b$ matrix $\chi$ with $\chi_{i, j}=1$ if and only if $(i, j) \in I$, and $\chi_{i, j}=0$ otherwise. Throughout the paper we will mainly use the incidence matrix representations of designs.
Definition 2.2. A design $\chi: b \longrightarrow v$ is called

- $k$-uniform, if every block contains exactly $k$ points:

$$
\sum_{i=1}^{v} \chi_{i, j}=k, \text { for all } j=1, . ., b
$$

- $r$-regular, if every point appears in exactly $r$ blocks:

$$
\sum_{j=1}^{b} \chi_{i, j}=r \text { for all } i=1, . ., v
$$

Definition 2.3. A $k$-uniform and $r$-regular designs is called $\lambda$-balanced, if any two points are contained in exactly $\lambda$ blocks. We then have:

$$
\chi \cdot \chi^{T}=\lambda\left(E_{v \times v}-\mathbb{I}_{v \times v}\right)+r \mathbb{I}_{v \times v}
$$

Here $\chi^{T}$ is the transpose incidence matrix, $E_{v \times v}$ denotes the $v \times v$-matrix in which every entry is equal to 1 , and $\mathbb{I}_{v \times v}$ denotes the $v \times v$ identity matrix.
The last expression from above means that by multiplying $\chi$ with its transpose one obtains a matrix where every off-diagonal entry is equal to $\lambda$ and every diagonal entry is equal to $r$. These properties combine to give the important notion of block design.
Definition 2.4. A block design, or a $(v, k, r, b, \lambda)$-design, is a design $\chi: b \longrightarrow v$ which is $k$-uniform, $r$-regular and $\lambda$-balanced $\int^{2}$

By simple counting arguments, one can easily derive the following equational properties ([15], p. 4-5):
Lemma 2.5. For a ( $v, k, r, b, \lambda)$-design, the following equations hold:

$$
\begin{align*}
b \cdot k & =r \cdot v  \tag{1}\\
\lambda(v-1) & =r(k-1) \tag{2}
\end{align*}
$$

[^1]Definition 2.6. A $(v, k, r, b, \lambda)$-design is symmetric when $v=b$; that is, when there are as many points as blocks. Lemma 2.5 then implies that $r=k$.
Example 2.7 ([15], p.27). Consider a finite projective plane of order $d$. We then have $v=d^{2}+d+1$ points and $b=d^{2}+d+1$ lines such that there are $k=d+1$ points on each line and each point appears on $r=d+1$ lines. Moreover, every pair of lines intersect in exactly one point. Hence we have a symmetric block design with parameters $v=b=d^{2}+d+1, r=k=d+1$ and $\lambda=1$.

We now consider the appropriate notion of homomorphism of block design.
Definition 2.8. Consider two designs $\chi: b \longrightarrow v$ and $\chi^{\prime}: b^{\prime} \longrightarrow v^{\prime}$. A design homomorphism $f: \chi \rightarrow \chi^{\prime}$ is a pair of functions $f_{v}: v \rightarrow v^{\prime}$ and $f_{b}: b \rightarrow b^{\prime}$ such that the following diagram commutes:


We can use this to obtain categories of designs and block designs, as follows.
Definition 2.9. The category Design has designs as objects, and design homomorphisms as morphisms. The category Block is the full subcategory on the block designs.
This definition could alternatively be given in terms of points and blocks, but we define it in this abstract way to better relate the categorical machinery to follow. A related definition was given by Dörfler and Waller [2] who explored categories of hypergraphs. Since hypergraphs generalise relations, designs are instances of hypergraphs. In their definition they use the power-set functor to assign to each edge (block) the set of vertices (points) it is incident with. For our notion of a block design we do not make explicit use of the power-set functor; however, this could be an interesting approach since the category of relations is the Kleisli category of the power-set functor, and we would like to consider it in future work.

### 2.2 Quantum designs

A notion of quantum design has been presented by Zauner in his PhD thesis [19]. Here we recall that definition, adapting the terminology slightly for consistency.
Definition 2.10. A quantum $(v, b)$-design is a set $D=\left\{p_{1}, \ldots, p_{v}\right\}$ of complex orthogonal $b \times b$ projection matrices $p_{i}$ on a $b$-dimensional Hilbert space $\mathbb{C}^{b}$, i.e. $p_{i}=p_{i}^{\dagger}=p_{i}^{2}$ for all $i \in\{1, \ldots, v\}$.
As for classical designs above, we introduce certain properties for quantum designs.
Definition 2.11. A quantum $(v, b)$-design is called

- $r$-regular if there exists some $r \in \mathbb{N}$ with $\operatorname{Tr}\left(p_{i}\right)=r$ for all $i \in\{1, \ldots, v\}$;
- $k$-uniform if there exists some $k \in \mathbb{R}$ with $\sum_{i=1}^{v} p_{i}=k \cdot \mathbb{I}_{b \times b}$.

Definition 2.12. Given a quantum $(v, b)$-design, its degree is the cardinality of the set $\left\{\operatorname{Tr}\left(p_{i} p_{j}\right) \mid i, j \in\right.$ $\{1, \ldots, v\}, i \neq j\}$.
It follows that a quantum design has degree 1 just when there exists some $\lambda \in \mathbb{C}$ such that

$$
\begin{equation*}
\operatorname{Tr}\left(p_{i} p_{j}\right)=\lambda \quad \forall i, j=1, \ldots, v \quad \text { with } \quad i \neq j \tag{3}
\end{equation*}
$$

We will call such a quantum design $\lambda$-balanced. Note that in such a case we have $\lambda \in \mathbb{R}$. This follows from a simple argument: $\lambda=\operatorname{Tr}\left(p_{i} p_{j}\right)=\operatorname{Tr}\left(\left(p_{i} p_{j}\right)^{\dagger}\right)^{*}=\operatorname{Tr}\left(p_{j}^{\dagger} p_{i}^{\dagger}\right)^{*}=\operatorname{Tr}\left(p_{j} p_{i}\right)^{*}=\operatorname{Tr}\left(p_{i} p_{j}\right)^{*}=\lambda^{*}$ 。

The following lemma can then be established, analogous to Lemma 2.5 for classical designs.

Lemma 2.13. For an $k$-uniform, $r$-regular and $\lambda$-balanced quantum design $D=\left\{p_{1}, \ldots, p_{v}\right\}$ with $p_{i} \in \mathbb{C}^{b}$ the following equations hold:

$$
\begin{align*}
b \cdot k & =v \cdot r  \tag{4}\\
\lambda(v-1) & =r(k-1) \tag{5}
\end{align*}
$$

The proof for this lemma can be found in Appendix B
Definition 2.14. A quantum design is commutative when all projection matrices pairwise commute.
Theorem 2.15 ([19], Theorem 1.10). A commutative quantum design is equivalent to a classical block design. ${ }^{3}$

A prominent example of a uniform and regular quantum design with degree 2 are mutually unbiased bases (MUBs). These objects play a significant role in quantum information theory.

Example 2.16 (MUBs.). Mutually unbiased bases are a pair of bases $\left|a_{i}\right\rangle,\left|b_{i}\right\rangle$ for a Hilbert space, such that the inner products $\left\langle a_{i} \mid b_{j}\right\rangle$ are all equal. A uniform and regular quantum design of degree 2 with parameters $r=1, b=d, v=d \cdot k$ and $\Lambda=\left\{\frac{1}{d}, 0\right\}$ defines a set of $k$ MUB's in a $d$-dimensional Hilbert space $H$. To see that, note that the $d \cdot k$ projectors all have trace one and satisfy the following condition, where $a$ labels the different orthogonal classes, and $i$ labels the projectors within an orthogonal class:

$$
\begin{equation*}
\sum_{a=1}^{k} \sum_{i=1}^{d} p_{i}^{a}=k \cdot \mathbb{I} \tag{6}
\end{equation*}
$$

Moreover, the following holds:

$$
\operatorname{tr}\left(p_{i}^{a} p_{j}^{b}\right)=\frac{1}{d}\left(1-\delta_{a b}\right)+\delta_{i j} \delta_{a b}
$$

It is easy to see that we get a complete set of MUBs if $v$ equals $d(d+1)$, as we then have $k=d+1{ }_{4}^{4}$

## 3 Category Theory

In this section we give the definition of an arrow category, and explain the CP-construction. We will assume familiarity with basic concepts in category theory and the graphical calculus, and refer to Maclane [7] and Heunen and Vicary [16] for further background.

The categories we will mostly use in this paper are the category of matrices and natural numbers, $\operatorname{Mat}(\mathbb{N})$, and the category of finite dimensional Hilbert spaces and bounded linear maps, FHilb.

Example 3.1. (i) ([16], p. 16) The category FHilb has as objects finite dimensional Hilbert spaces and as morphisms bounded linear maps between Hilbert spaces. Composition is the composition of linear maps as ordinary functions and the identity morphisms are given by identity linear maps. The monoidal product is given by the tensor product on Hilbert spaces and the unit object is the one-dimensional Hilbert space $\mathbb{C}$.

[^2](ii) ([13], p. 4) The category $\operatorname{Mat}(\mathbb{N})$ of matrices over $\mathbb{N}$ has objects given by natural numbers. For $m, n \in \mathbb{N}$, the Hom-set $\operatorname{Hom}_{\operatorname{Mat}(\mathbb{N})}(m, n)$ is the set of all $n \times m$-matrices over $\mathbb{N}$, composition being matrix multiplication. The monoidal product on objects is given by the multiplication of numbers and on morphisms by the Kronecker product of matrices. The monoidal unit is the natural number 1.
Definition 3.2 (See [13], page 23-24). For a category $\mathscr{C}$, its arrow category $\operatorname{Arr}[\mathscr{C}]$ is defined as follows:

- objects are triples $(A, B, h)$ with $h: A \rightarrow B$ in $\mathscr{C}$;
- morphisms $\phi:(A, B, h) \rightarrow\left(A^{\prime}, B^{\prime}, h^{\prime}\right)$ are pairs of morphisms $\phi_{A}: A \rightarrow A^{\prime}$ and $\phi_{B}: B \rightarrow B^{\prime}$ in $\mathscr{C}$ such that the following diagram commutes:



### 3.1 The CP construction

The concept of completely positive maps is well-established [8]. Here we use Selinger's categorical description of completely positive maps [14], as follows, exploiting the notion of dagger Frobenius structure, which is standard in the categorical quantum mechanics literature [16].
Definition 3.3. In a monoidal dagger category, let $\left(A, \mu_{A}, \eta_{A}\right)$ and $\left(B, \mu_{B}, \eta_{B}\right)$ be dagger Frobenius structures ${ }^{5}$ A morphism $f: A \rightarrow B$ satisfies the $C P$-condition if there exists some object $X$ and some morphism $g: A \otimes B \rightarrow X$ such that the following equation holds:


One can show that, in a symmetric monoidal dagger category, a morphism that satisfies this condition constitutes a CP-map [16].
Example 3.4. In FHilb, consider a POVM consisting of $b$ projections $p_{i}: H \rightarrow H$. One can define a completely positive map $\varphi: \mathbb{C}^{b} \rightarrow H \otimes H^{*}$ that sends the computational basis vector $|i\rangle$ to $p_{i}$. Graphically, we can represent $\varphi$ as follows, where $b_{H}: \mathbb{C} \rightarrow H^{*} \otimes H$ is the evaluation map:


[^3]Proposition 3.5. Let $\left(\mathscr{C}, \otimes_{\mathscr{C}}, \mathbb{I}_{\mathscr{C}}\right)$ be a monoidal dagger category. There is a category $\mathbf{C P}[\mathscr{C}]$ in which

- objects are special symmetric dagger Frobenius structures in $\mathscr{C}$
- morphisms are morphisms of $\mathscr{C}$ that satisfy the $C P$-condition.

Example 3.6. In CP[FHilb] objects are finite dimensional $H^{*}$-algebras, i. e. an algebra A that is also a Hilbert space with an anti-linear involution $\dagger: A \rightarrow A$ satisfying $\langle a b \mid c\rangle=\left\langle b \mid a^{\dagger} c\right\rangle=\left\langle a \mid c b^{\dagger}\right\rangle$, and morphisms are completely positive maps.
Proposition 3.7. The category $\mathbf{C P}_{\mathbf{c}}[\mathscr{C}]$ with classical structures, i.e. special commutative dagger Frobenius structures in $\mathscr{C}$, as objects and completely positive maps between these structures as morphisms, is a subcategory of $\mathbf{C P}[\mathscr{C}]$.
Proposition 3.8 ([16], p. 241). The category $\mathbf{C P}_{\mathbf{c}}[\mathbf{F H i l b}]$ is monoidally equivalent to $\mathbf{M a t}(\mathbb{N})$.
An interpretation of these constructions is the following: $\mathscr{C}$ models pure state quantum mechanics, $\mathbf{C P}[\mathscr{C}]$ models mixed state quantum mechanics, while $\mathbf{C P}_{\mathbf{c}}[\mathscr{C}]$ describes statistical mechanics [16].

The final piece of structure we require is that of pointed monoidal category.
Definition 3.9. A pointed monoidal category is a monoidal category for which every object $A$ is equipped with a canonical morphism $p_{A}: \mathbb{I} \rightarrow A$.
Example 3.10. We obtain examples as follows from the categories we have been considering:
(i) The category $\mathbf{C P}[\mathscr{C}]$ has a pointed structure given by the adjoint of the trace map $V \otimes V^{*} \rightarrow \mathbb{I}$.
(ii) $\operatorname{In} \operatorname{Mat}(\mathbb{N})$ a pointed structure is given by a column matrix with a 1 at every entry: $p_{n}: 1 \rightarrow n$.

## 4 Categorical Block Designs

In this section we will develop a construction that gives an abstract notion of the uniformity-, regularityand $\lambda$-balanced condition from Section 2.1 in an arbitrary rigid monoidal category. We will call this the design construction.
Definition 4.1 (Design construction). Let $F: \mathscr{D} \hookrightarrow \mathscr{C}$ be a faithful monoidal functor between pointed monoidal dagger categories. The category $\operatorname{Design}[\mathscr{C}, \mathscr{D}]$ is the subcategory of $\operatorname{Arr}[\mathscr{C}]$ where the morphisms are given by pairs of morphisms of $\mathscr{C}$ which are in the image of the functor $F$; we omit $F$ from the notation, ensuring it is clear from the context. Where $F=\mathrm{id}$, we simply write $\operatorname{Design}[\mathscr{C}]$.
Definition 4.2. The category RUDesign $[\mathscr{C}, \mathscr{D}]$ is the subcategory of $\operatorname{Design}[\mathscr{C}, \mathscr{D}]$ where objects $f: A \rightarrow D$ are $r$-regular and $k$-uniform, for scalars $r, k \in \operatorname{Hom}\left(\mathbb{I}_{\mathscr{C}}, \mathbb{I}_{\mathscr{C}}\right)$, with the pointed structure and its dagger represented by a black dot:


Lemma 4.3. In RUDesign $[\mathscr{C}, \mathscr{D}]$ for any $k$-uniform, $r$-regular object $f: A \rightarrow D$, the following equations hold:

$$
\begin{equation*}
k \cdot \operatorname{dim}(D)=r \cdot \operatorname{dim}(A) \tag{7}
\end{equation*}
$$

where $\operatorname{dim}(A)=p_{A}^{\dagger} \circ p_{A}$ for $A \in \operatorname{obj}(\mathscr{C})$. Here $p_{A}: 1 \rightarrow A$ is the pointed structure of $\mathscr{C}$.

Proof. Via composition with $p_{D}^{\dagger}$ and $p_{A}$ respectively, the regularity and uniformity condition become:


Hence Eq. 7 holds.

Definition 4.4. The category BDesign $[\mathscr{C}, \mathscr{D}]$ is the subcategory of RUDesign $[\mathscr{C}, \mathscr{D}]$ where all $k$-uniform and $r$-regular objects $f: A \rightarrow D$ are $\lambda$-balanced for scalars $\lambda \in \operatorname{Hom}\left(\mathbb{I}_{\mathscr{C}}, \mathbb{I}_{\mathscr{C}}\right)$ :

$$
\left.\frac{\frac{1}{f}}{\frac{1}{f^{\dagger}}}=\lambda\left(\left.\begin{array}{ll}
\emptyset & \\
0 &
\end{array} \right\rvert\,\right)+r \right\rvert\,
$$

Lemma 4.5. In BDesign $[\mathscr{C}, \mathscr{D}]$ for any $k$-uniform, $r$-regular object $f: A \rightarrow D$, the following equation holds, where $\operatorname{dim}(D)=p_{D}^{\dagger} \circ p_{D}$ for $D \in \operatorname{obj}(\mathscr{C})$ :

$$
\begin{equation*}
\lambda \cdot(\operatorname{dim}(D)-1)=k \cdot(r-1) \tag{8}
\end{equation*}
$$

Proof. To prove Eq. 8, we concatenate the $\lambda$-condition with both $p_{A}$ and $p_{A}^{\dagger}$ which gives:

$$
\frac{\stackrel{\varphi}{f}}{\frac{1}{f^{\dagger}}}=\lambda\left(\operatorname{dim}(D)^{2}-\operatorname{dim}(D)\right)+r \operatorname{dim}(D)
$$

On the other hand we have:


If we now concatenate with $p_{D}^{\dagger}$, we get:


From this we can easily deduce Eq. 8

## 5 Classical and Quantum Models

In this section we will apply the design-constructions from Section 4 to our model categories Mat $(\mathbb{N})$ and $\mathbf{C P}[\mathbf{F H i l b}]$ and show that this gives us a categorical model of both classical quantum designs.

### 5.1 The Category of Block Designs

Writing FSet for the category of finite sets and functions, there is a faithful functor $\mathbf{F S e t} \hookrightarrow \mathbf{M a t}(\mathbb{N})$ which takes every set to the natural number given by its cardinality. Moreover, we have that FSet $\hookrightarrow$ $\operatorname{Mat}(\mathbb{N}) \cong \mathbf{C P}_{\mathbf{c}}[\mathbf{F H i l b}]$ (see Theorem 3.8). In the following we will prove that there exists a functor from the category $\operatorname{BDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ to the category Block. Moreover, we will show that $\operatorname{BDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ is equivalent to BDesign $\left[\mathbf{C P}_{\mathbf{c}}[\mathbf{F H i l b}], \mathbf{F S e t}\right]$.
Theorem 5.1. There exists a functor $G: \operatorname{BDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}] \longrightarrow$ Block.
Proof. We first note that the morphisms in $\operatorname{BDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ are given by pairs of functions. The functor sends each object in $\operatorname{BDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ to an incidence matrix in Block by sending each matrix entry greater than 0 to 1 . The uniformity, regularity and $\lambda$-balance conditions of the design construction ensure that the incidence matrix we obtain that way, represents a uniform, regular and $\lambda$ balanced design. On morphisms the functor acts as the identity.

Similarly, one can argue that the following holds.

## Theorem 5.2. There exists a functor $G: \operatorname{Design}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}] \longrightarrow$ Design.

Note that this indicates that the categories $\operatorname{Design}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ and $\mathbf{B D e s i g n}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ actually define a more general concept of (block)design. We will refer to it as categorical (block)designs.

Lemma 5.3. The category $\mathbf{B D e s i g n}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ is equivalent to $\mathbf{B D e s i g n}\left[\mathbf{C P}_{\mathbf{c}}[\mathbf{F H i l b}], \mathbf{F S e t}\right]$.
Proof. According to Proposition 3.8 the categories $\mathbf{C P}_{\mathbf{c}}[\mathbf{F H i l b}]$ and $\mathbf{M a t}(\mathbb{N})$ are equivalent. Using Theorem A. 5 from Appendix A, this gives rise to an equivalence between their arrow categories.

### 5.2 The Category of Quantum Designs

In this section we will define a category of quantum designs by applying the design construction to the category $\mathbf{C P}[\mathbf{F H i l b}]$. Moreover, we will show that this category contains two important subcategories: QDesign $_{\mathrm{B}}$ which has objects that are uniform and regular quantum designs of degree 1, and $\mathbf{Q D e s i g n}_{\text {RU }}$ that has uniform and regular quantum designs as objects. We will demonstrate that the latter actually contains a subcategory MUB, with objects that are sets of mutually unbiased bases.

Recall from Section 3 that $\mathbf{C P}[\mathbf{F H i l b}]$ is comprised of finite dimensional $H^{*}$-algebras and completely positive maps. Applying the design construction using the identity functor, we get a category Design [CP[FHilb]], with objects that are finite dimensional $H^{*}$-algebras, and morphisms that are CP-maps.

Definition 5.4. The category QDesign is defined to be the category Design[CP[FHilb]].
Definition 5.5. The subcategory RUDesign[CP[FHilb]] of QDesign is called QDesign $_{\text {RU }}$. Its objects are uniform and regular quantum designs.

Definition 5.6. The subcategory BDesign $[\mathbf{C P}[\mathbf{F H i l b}]]$ of $\mathbf{Q D e s i g n}_{\mathrm{RU}}$ is called QDesign $_{\mathrm{B}}$. Its objects are uniform and regular quantum designs with degree 1 .

Example 5.7. Consider the subcategory of QDesign $_{\mathrm{B}}$ where all objects are CP-maps between matrix algebras: $\varphi: H \otimes H^{*} \rightarrow K \otimes K^{*}$ where $\operatorname{dim}(H)=b$ and $\operatorname{dim}(K)=v$. Because $H$ is a special Frobenius algebra, we get $\operatorname{dim}(H)=\operatorname{tr}\left(\mathrm{id}_{H}\right)$. We then have the following uniformity and regularity conditions:


The $\lambda$-condition is given by:


Let $H=\mathbb{C}^{2} \cong H^{*}$ and consider the CP-map $\varphi: \mathbb{C}^{2} \otimes \mathbb{C}^{2} \rightarrow \mathbb{C}^{2} \otimes \mathbb{C}^{2}$ with matrix representation:

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 1 \\
0 & \frac{1}{2} & \frac{1}{2} & 0 \\
0 & \frac{1}{2} & \frac{1}{2} & 0 \\
1 & 0 & 0 & 1
\end{array}\right)
$$

This map represents a quantum design with parameters $\lambda=k=r=2$ and $v=2=b$.
Theorem 5.8. Every 1-uniform, $r$-regular and $\lambda$-balanced quantum design of the form $S: H \otimes H^{*} \rightarrow$ $K \otimes K^{*}$ is trace-preserving when acting with $S$ on an arbitrary state $\rho \in H \otimes H^{*}$ and hence defines a superoperator.

Proof. Apply the uniformity condition to $S(\rho)$, where $\rho$ is a an arbitrary state in $H \otimes H^{*}$.
In the previous example we have considered completely positive maps from a non-commutative algebra to a non-commutative algebra in FHilb. We can also consider CP-maps from a commutative algebra to a non-commutative algebra, i. e. maps of the form: $\varphi: H \rightarrow K^{*} \otimes K$. In fact, we can encode uniform and regular quantum designs of degree 1 via these maps.
Theorem 5.9. There exists a subcategory of $\mathbf{Q D e s i g n}_{\mathrm{B}}$ that has objects that represent uniform and regular quantum designs of degree 1 according to Zauner's notion.

The proof of this theorem can be found in Appendix $B$.
Theorem 5.10. There exists a subcategory MUB of QDesign $_{\mathrm{RU}}$ with objects that are MUBs and morphisms that are pairs of functions.

Proof. Consider the CP-map $M: \mathbb{C}^{k \cdot d} \cong \mathbb{C}^{d} \otimes \mathbb{C}^{k} \rightarrow \mathbb{C}^{d} \otimes \mathbb{C}^{d}$ :

$$
M=\sum_{a=1}^{k} \sum_{i=1}^{d} \frac{\begin{array}{|c}
\frac{1}{a} \\
\frac{d_{\mathbb{C}^{d}}}{\square} \\
\frac{1}{p_{i}^{a}} \\
1
\end{array}}{\square}
$$

This map satisfies the following equations:


Here the last equation can be understood as a generalised $\lambda$-equation. Restricting QDesign $_{R U}$ to objects of this form, we get a category that has objects that are 1 -uniform and $k$-regular quantum designs of degree 2 where $\Lambda=\left\{\frac{1}{d}, 0\right\}$, i. e. $k$ MUBs in dimension $d$.

### 5.3 Relating BDesign to QDesign

In this section we will construct a functor between $\mathbf{B D e s i g n}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ and $\mathbf{Q D e s i g n}_{B}$.
Proposition 5.11. There exists a functor $Q: \operatorname{BDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}] \rightarrow \mathbf{Q D e s i g n}_{B}$ that relates a generalized balanced incomplete block designs to uniform, regular and $\lambda$-balanced quantum designs.

Proof. According to Lemma 5.3 the categories BDesign $[\mathbf{M a t}(\mathbb{N}), \mathbf{F S e t}]$ and $\mathbf{B D e s i g n}\left[\mathbf{C P}_{c}[\right.$ FHilb $]$, FSet $]$ are equivalent. So we can actually represent an arbitrary object $\chi: b \rightarrow v$ in $\mathbf{B D e s i g n}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ via a uniform, regular and $\lambda$-balanced CP-map $\chi: \mathbb{C}^{b} \rightarrow \mathbb{C}^{v}$. The functor $Q$ acts on objects by sending each object $\chi: \mathbb{C}^{b} \rightarrow \mathbb{C}^{\nu}$ in $\operatorname{BDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ with parameters $k, r$ and $\lambda$ to the map $\phi=\chi \circ L$ : $\mathbb{C}^{b} \otimes \mathbb{C}^{b} \rightarrow \mathbb{C}^{b} \rightarrow \mathbb{C}^{v}$, where the map $L: \mathbb{C}^{b} \otimes \mathbb{C}^{b} \rightarrow \mathbb{C}^{b}$ is the so-called Cayley embedding, which in our case simply becomes the multiplication $\mu: \mathbb{C}^{b} \otimes \mathbb{C}^{b} \rightarrow \mathbb{C}^{b}$ as we have that $A=\mathbb{C}^{b} \cong\left(\mathbb{C}^{b}\right)^{*}=A^{*}$. Its conjugate $L^{\dagger}$ is just the comultiplication $\Delta: \mathbb{C}^{b} \rightarrow \mathbb{C}^{b} \otimes \mathbb{C}^{b}$. The resulting map $\phi$ is as concatenation of completely positive maps also completely positive. We depict this via the following string diagram:


Via concatenation, each morphism in BDesign $[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$

gets mapped to a morphism in QDesign $_{B}$, as follows:


This diagram commutes, because $\xi^{\prime}$ can be extended to a morphism of monoids as $\xi^{\prime}$ is a function. It is easy to verify that this functor respects composition and sends the identity morphism in BDesign $[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$, i. e. $\mathrm{id}_{\psi}=(\mathrm{id}, \mathrm{id})$, to the identity morphism $\mathrm{id}_{Q(\psi)}=(\mathrm{id} \otimes \mathrm{id}, \mathrm{id} \otimes \mathrm{id})$ in $\mathbf{Q D e s i g n}_{\mathrm{B}}$. The regularity condition then becomes:

which is exactly the regularity condition in $\mathbf{Q D e s i g n}_{\mathrm{B}}$. Note that we have used the fact that $\mathbb{C}^{v}$ is a special Frobenius algebra in the first step. in the second step. For uniformity we find:

which is precisely the uniformity condition in $\mathbf{Q D e s i g n}_{\mathrm{B}}$. In a similar way one can verify that the $\lambda$-condition in BDesign $[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ gets mapped to the $\lambda$-condition in $\mathbf{Q D e s i g n}_{\mathrm{B}}$.

In this construction every classical design gives rise to a uniform and regular quantum design of degree 1 , analogously to Theorem 2.15. However, it is straightforward to verify that the functor $Q$ does not yield an equivalence of categories, as it is not essentially surjective.

A widely-discussed topic is the existence of MUBs in non-primepower dimensions. One can ask if it is possible to extend the functor $Q$ to a functor $\widetilde{Q}: \operatorname{BDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}] \rightarrow \mathbf{M U B}$ that maps a classical design to a set of MUBs. We conjecture that there does not exist a classical design that gets sent to a MUB via $Q$.
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## A Arrow categories

In this section we will review the concept of arrow categories and derive some facts about arrow categories which we believe to be new. Here we will focus only on content relevant for the overall purpose of this paper. However, there are more results on that topic, covering Hopf algebras, Frobenius structures and topological field theories in arrow categories, which can be found in the first author's master thesis [3].

Definition A. 1 (See [13], page 23-24). For a category $\mathscr{C}$, its arrow category $\operatorname{Arr}[\mathscr{C}]$ is defined as follows:

- objects are triples $(A, B, h)$ with $h: A \rightarrow B$ in $\mathscr{C}$;
- morphisms $\phi:(A, B, h) \rightarrow\left(A^{\prime}, B^{\prime}, h^{\prime}\right)$ are pairs of morphisms $\phi_{A}: A \rightarrow A^{\prime}$ and $\phi_{B}: B \rightarrow B^{\prime}$ in $\mathscr{C}$ such that the following diagram commutes in $\mathscr{C}$ :


In the following we will show that an arrow category inherits certain structures from their underlying category. This includes functors, natural transformations and the monoidal product.

Proposition A.2. Given a functor $F: \mathscr{C} \rightarrow \mathscr{D}$, we apply the arrow construction to obtain a functor $\widetilde{F}: \operatorname{Arr}[\mathscr{C}] \rightarrow \mathbf{A r r}[\mathscr{D}]$.

Proof. Given a functor $F: \mathscr{C} \rightarrow \mathscr{D}$, we can define a functor $\widetilde{F}: \operatorname{Arr}[\mathscr{C}] \rightarrow \mathbf{\operatorname { A r r }}[\mathscr{D}]$ as follows. On objects, we map $f: A \rightarrow B$ in $\operatorname{Arr}[\mathscr{C}]$ to an object $F(f): F(A) \rightarrow F(B)$ in $\operatorname{Arr}[\mathscr{D}]$. On morphisms, we map $(\phi, \psi): f \rightarrow f^{\prime}$ in $\operatorname{Arr}[\mathscr{C}]$ to a morphism $\tilde{F}(\phi, \psi)=(F(\phi), F(\psi)): F(f) \rightarrow F\left(f^{\prime}\right)$ in $\operatorname{Arr}[\mathscr{D}]$. This is valid because the diagram

commutes due to functoriality of $F$. Moreover, we have

$$
\begin{equation*}
\widetilde{F}\left(\mathrm{id}_{A}, \mathrm{id}_{B}\right)=\left(F\left(\mathrm{id}_{A}\right), F\left(\mathrm{id}_{B}\right)\right)=\left(\mathrm{id}_{F(A)}, \mathrm{id}_{F(B)}\right), \tag{9}
\end{equation*}
$$

where $\left(\mathrm{id}_{A}, \mathrm{id}_{B}\right)$ is the identity morphism in $\operatorname{Arr}[\mathscr{C}]$. Due to functoriality of $F$ and because the concatenation of two commuting diagrams yields again a commuting diagram, $\tilde{F}$ also preserves composition.

Similarly, a contravariant functor $F: \mathscr{C} \rightarrow \mathscr{D}$ gives rise to a contravariant functor $\widetilde{F}: \operatorname{Arr}[\mathscr{C}] \rightarrow \mathbf{\operatorname { A r r }}[\mathscr{D}]$.
Proposition A.3. Let $F, G: \mathscr{C} \rightarrow \mathscr{D}$ be two functors between two categories $\mathscr{C}$ and $\mathscr{D}$, and let $\widetilde{F}, \widetilde{G}$ : $\operatorname{Arr}[\mathscr{C}] \rightarrow \mathbf{\operatorname { A r r }}[\mathscr{D}]$ be the induced functors on the arrow categories. A natural transformation $\eta: F \Rightarrow G$ induces a natural transformation $\tilde{\eta}: \tilde{F} \Rightarrow \tilde{G}$.

Proof. Let $\eta: F \Rightarrow G$ be a natural transformation that assigns to every object $A$ in $\mathscr{C}$ a morphism $\eta_{A}$ : $F(A) \rightarrow G(A)$, such that for any morphism $f: A \rightarrow B$ in $\mathscr{C}$ the following diagram (naturality condition) commutes:


One can use the naturality of $\eta$ to define a natural transformation $\widetilde{\eta}: \widetilde{F} \Rightarrow \widetilde{G}$ that assigns to every object $f: A \rightarrow B$ in $\operatorname{Arr}[\mathscr{C}]$ a morphism $\widetilde{\eta}_{f}=\left(\eta_{A}, \eta_{B}\right): \widetilde{F}(f) \rightarrow \widetilde{G}(f)$ via the commutative diagram from above, such that for any morphism $(\phi, \psi): f \rightarrow f^{\prime}$ in $\operatorname{Arr}[\mathscr{C}]$ :

the following diagram (naturality condition in the arrow category) commutes:


Here the the top, the back, the front and the bottom face commute due to naturality of $\eta$ and the two side faces commute by definition. Hence the whole diagram commutes and we have defined a natural transformation $\widetilde{\eta}: \widetilde{F} \Rightarrow \widetilde{G}$.

Proposition A.4. If $\eta: F \Rightarrow G$ is a natural isomorphism, then so is $\tilde{\eta}: \widetilde{F} \Rightarrow \widetilde{G}$.
Theorem A.5. Let $\mathscr{C}$ and $\mathscr{D}$ be equivalent categories; that is, there exist functors $F: \mathscr{C} \rightarrow \mathscr{D}$ and $G: \mathscr{D} \rightarrow \mathscr{C}$ and natural isomorphisms $F \circ G \cong \mathrm{id}_{\mathscr{D}}$ and $G \circ F \cong \mathrm{id}_{\mathscr{C}}$. Then $\operatorname{Arr}(\mathscr{C})$ and $\operatorname{Arr}(\mathscr{D})$ are also equivalent.

Proof. By Proposition A.2 the functors $F: \mathscr{C} \rightarrow \mathscr{D}$ and $G: \mathscr{D} \rightarrow \mathscr{C}$ give rise to functors $\widetilde{F}: \operatorname{Arr}[\mathscr{C}] \rightarrow$ $\operatorname{Arr}[\mathscr{D}]$ and $\widetilde{G}: \operatorname{Arr}[\mathscr{D}] \rightarrow \operatorname{Arr}[\mathscr{C}]$. From Proposition A.4 we know that the natural isomorphisms $F \circ G \cong$ $\mathrm{id}_{\mathscr{D}}$ and $G \circ F \cong \mathrm{id}_{\mathscr{C}}$ give rise to natural isomorphisms $F \circ \widetilde{G} \cong \mathrm{id}_{\operatorname{Arr}[\mathscr{O}]}$ and $\widetilde{G} \circ \widetilde{F} \cong \mathrm{id}_{\text {Arr }[\mathscr{C}]}$. Hence we have an equivalence.

One can show that the same theorems apply to monoidal functors and monoidal natural transformations [3]. Moreover, one can show the following.

Proposition A.6. For a monoidal category $\mathscr{C}$, we can define a monoidal product on $\operatorname{Arr}[\mathscr{C}]$, written $\boxtimes$, as follows:

- on objects, $f \boxtimes g:=f \otimes g ;$
- on morphisms, $(p, q) \boxtimes\left(p^{\prime}, q^{\prime}\right):=\left(p \otimes p^{\prime}, q \otimes q^{\prime}\right)$.

Proof. We will show that the pentagon and the triangle axiom are satisfied. The pentagon axiom holds due to the following diagram, where the front and the back face commute because $\alpha$ satisfies the ordinary pentagon axiom. The two side faces commute due to the definition of the monoidal product and naturality of the associator, and the top and bottom faces commute due to naturality of the associator:


The triangle axiom for $\operatorname{Arr}[\mathscr{C}]$ is given by the following diagram:


Here the top and the bottom faces commute due to the the triangle identity and the two side faces commute due to the definition of the monoidal product in $\operatorname{Arr}[\mathscr{C}]$ and due to naturality of the left and right unitors in $\mathscr{C}$. Finally, the back face commutes because of the naturality of the associator.

## B Proofs

## Proof for Lemma 2.13

Proof. Consider an $r$-uniform, $k$-regular and $\lambda$-balanced quantum design $D=\left\{p_{1}, \ldots, p_{v}\right\}$ with $p_{i} \in \mathbb{C}^{b}$. By applying the trace function to the regularity condition, we get:

$$
\begin{equation*}
\operatorname{Tr}\left(\sum_{i=0}^{v} p_{i}\right)=\sum_{i=0}^{v} \operatorname{Tr}\left(p_{i}\right)=k \cdot \operatorname{Tr}\left(\mathbb{I}_{b \times b}\right) \tag{10}
\end{equation*}
$$

Using the uniformity condition this expression becomes:

$$
\begin{equation*}
\sum_{i=0}^{v} \operatorname{Tr}\left(p_{i}\right)=\sum_{i=0}^{v} r=v \cdot r=k \cdot \operatorname{Tr}\left(\mathbb{I}_{b \times b}\right)=k \cdot b . \tag{11}
\end{equation*}
$$

This proves Eq. 4.
In order to prove Eq. 5, we start with the following expression:

$$
\begin{equation*}
b=\operatorname{Tr}\left(\mathbb{I}_{b \times b}\right)=\operatorname{Tr}\left(\mathbb{I}_{b \times b}^{2}\right) . \tag{12}
\end{equation*}
$$

Using the regularity condition, we get:

$$
\begin{equation*}
\operatorname{Tr}\left(\mathbb{I}_{b \times b}^{2}\right)=\frac{1}{k^{2}} \operatorname{Tr}\left(\sum_{i=0}^{v} p_{i} \sum_{j=0}^{v} p_{i}\right)=\frac{1}{k^{2}} \sum_{i, j=0}^{v} \operatorname{Tr}\left(p_{i} p_{j}\right)=\frac{1}{k^{2}} \sum_{i, j=0, j \neq i}^{v} \lambda+\frac{1}{k^{2}} \sum_{i}^{v} r=\frac{1}{k^{2}}(\lambda v(v-1)+v r) \tag{13}
\end{equation*}
$$

Here we have used the uniformity and the $\lambda$-condition in the third step. Hence we have:

$$
\begin{align*}
b & =\frac{1}{k^{2}}(\lambda v(v-1)+v r) \Leftrightarrow  \tag{14}\\
\frac{b \cdot k}{v} \cdot k & =\lambda(v-1)+r \tag{15}
\end{align*}
$$

Using Eq. 4 , we obtain:

$$
\begin{equation*}
r \cdot k=\lambda(v-1)+r \tag{16}
\end{equation*}
$$

This is equivalent to Eq. 5.

## Proof of Theorem 5.9;

Proof. Consider a uniform, regular and $\lambda$-balanced quantum design $D=\left\{p_{1}, \ldots, p_{v}\right\}$, where each $p_{i}$ is a $b \times b$ projection matrix in a Hilbert space $\mathbb{C}^{b}$. Following Example 3.4 these projections $p_{i}: \mathbb{C}^{b} \rightarrow \mathbb{C}^{b}$ then give rise to a completely positive map $\phi: \mathbb{C}^{y} \rightarrow \mathbb{C}^{b} \otimes \mathbb{C}^{b}$ in FHilb. This is valid because imposing uniformity, regularity and being $\lambda$-balanced on the projector has no impact on the CP-condition. Now take $\phi^{\prime}=\phi^{\dagger}: \mathbb{C}^{b} \otimes \mathbb{C}^{b} \rightarrow \mathbb{C}^{v}$, i. e.


Then we find:


These coincide with the conditions given by the design construction applied to FHilb. Moreover, we can recover Eq. 4 and Eq. 5 from Lemma 2.13 as $\operatorname{dim}\left(\mathbb{C}^{v}\right)=v$ and $\operatorname{dim}\left(\mathbb{C}^{b}\right)=b$ and Eq. 7 and Eq. 8 hold.

## C Structures in RUDesign and QDesign

In the following we will discuss some structures of the categories RUDesign and QDesign.
Theorem C.1. The category RUDesign $[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ is a monoidal category with monoidal product given by the Kronecker product between matrices. In particular, for objects $\chi: b \longrightarrow v$ and $\chi^{\prime}: b^{\prime} \longrightarrow$ $v^{\prime}$ with parameters $k$ resp. $k^{\prime}$ and $r$ resp. $r^{\prime}$ we have that $\chi \otimes \chi^{\prime}: b \otimes b^{\prime} \longrightarrow v \otimes v^{\prime}$ is an object in $\mathbf{R U D e s i g n}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}]$ with parameters $k \cdot k^{\prime}$ and $r \cdot r^{\prime}$.

Proof. Since Mat $(\mathbb{N})$ is a monoidal category, we can apply Prop. A. 6 from Appendix A to get a monoidal product on $\operatorname{Arr}[\operatorname{Mat}(\mathbb{N})]$. If we now restrict to matrices representing uniform and regular designs, every $\chi \otimes \chi^{\prime}: b \cdot b^{\prime} \longrightarrow v \cdot v^{\prime}$, where $\chi: b \longrightarrow v$ and $\chi^{\prime}: b^{\prime} \longrightarrow v^{\prime}$ are objects in $\operatorname{Arr}[\operatorname{Mat}(\mathbb{N})]$ with parameters $k$ resp. $k^{\prime}$ and $r$ resp. $r^{\prime}$, fulfils the uniformity and regularity conditions with parameters $k \cdot k^{\prime}$ and $r \cdot r^{\prime}$.

Similarly, one can argue that the following can be derived from Prop. A. 6
Theorem C.2. The category $\operatorname{Design}[\mathbf{M a t}(\mathbb{N}), \mathbf{F S e t}]$ is a monoidal category, with monoidal product given by the Kronecker product between matrices.

As the Kronecker product of two matrices not necessarily fulfils the $\lambda$-condition, the category BDesign is not monoidal in general.
Proposition C.3. There exists a functor $\widetilde{D}: \operatorname{RUDesign}[\operatorname{Mat}(\mathbb{N})$, FSet $] \longrightarrow \mathbf{R U D e s i g n}[\operatorname{Mat}(\mathbb{N})$, FSet $]$ that maps each $k$-uniform and $r$-regular design $\chi$ to its dual $\chi^{T}$ which is a r-uniform and $k$-regular design and each pair of functions $\left(N_{V}, N_{B}\right): \chi \longrightarrow \chi^{\prime}$ to its transpose $\left(N_{V}^{T}, N_{B}^{T}\right): \chi^{\prime} \longrightarrow \chi$.

Proof. We can define a functor $D: \operatorname{Mat}(\mathbb{N}) \longrightarrow \operatorname{Mat}(\mathbb{N})$ that sends each natural number to itself and each matrix to its transpose. By remark A. 2 this functor then gives rise to a contravariant functor $\tilde{D}$ : $\operatorname{Arr}[\operatorname{Mat}(\mathbb{N})] \longrightarrow \operatorname{Arr}[\operatorname{Mat}(\mathbb{N})]$ that maps each object, i.e. a matrix, to its transpose and each pair of morphisms, i. e. a pair of matrices, to its transpose. If we now restrict to the subcategory where each object represents a uniform and regular design and all morphisms are pairs of functions, we get a functor: $\widetilde{D}: \operatorname{RUDesign}[\operatorname{Mat}(\mathbb{N}), \mathbf{F S e t}] \longrightarrow \mathbf{R U D e s i g n}[\operatorname{Mat}(\mathbb{N})$, FSet $]$.

Just as in the classical case, QDesign is also equipped with some structure.
Theorem C.4. The category $\mathrm{QDesign}_{\mathrm{RU}}$ is a monoidal category.
Proof. The category $\mathbf{C P}[\mathbf{F H i l b}]$ is monoidal [16]. According to Prop. A.6 this gives rise to a monoidal product in $\operatorname{Arr}[\mathbf{C P}[\mathbf{F H i l b}]]$. If we now restrict to the case where the objects in $\operatorname{Arr}[\mathbf{C P}[\mathbf{F H i l b}]]$ encode uniform and regular quantum designs and the morphisms are pairs of functions, i. e. to the category QDesign $_{R U}$, it is straightforward to verify that the tensor product of two uniform and regular CP-maps with parameters $k, r$ and $k^{\prime}, r^{\prime}$ respectively, again fulfils the uniformity and regularity condition with parameters $k \cdot k^{\prime}$ and $r \cdot r^{\prime}$.

Similarly, one can argue that the following has to hold:
Theorem C.5. The category QDesign is a monoidal category.
The monoidal product of two CP-maps satisfying the $\lambda$-condition does not satisfy the $\lambda$-condition in general and hence one cannot define a monoidal product in QDesign $_{B}$ in general.


[^0]:    ${ }^{1}$ This is because they are morphisms of $\mathbf{C} \mathbf{P}_{\mathbf{c}}[\mathbf{F H i l b}]$ (see Section 3 ).

[^1]:    ${ }^{2}$ What we define here is actually known as a balanced incomplete block design (BIBD) in the literature, whereas block designs define a more general concept. For the sake of simplicity we will call BIBD's block designs.

[^2]:    ${ }^{3}$ This holds because every commutative design is unitarily equivalent to a design comprised of diagonal matrices; as the projections are idempotent, the diagonal entries must therefore be 0 or 1 [19].
    ${ }^{4}$ Complete means that we have $d+1$ MUBs in a $d$-dimensional Hilbert space.

[^3]:    ${ }^{5}$ A dagger Frobenius structure is a monoid structure which, together with its dagger, satisfies a Frobenius condition. For an introduction to dagger Frobenius structures we refer to Heunen and Vicary [16].

