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Consider a discrete probability distribution p on a finite set A. There is an unambiguous notion of
the support of p—it is the set S of elements of A that are assigned non-zero probability by p. Given
two distributions, p and ¢, one also says that q is absolutely continuous with respect to p, denoted
q < p, if every property of elements of A that holds with probability 1 according to p also holds with
probability 1 according to ¢. If one moves beyond the discrete case, however, it is not immediately clear
how to define these notions. This applies even more so in the abstract setting of Markov categories,
an abstract approach to probabilistic processes and information flow of increasing popularity [2-11].

In this work, we propose well-behaved definitions of these and explore their properties in the
context of Markov categories. This comprises absolute continuity and supports, but also structured
idempotents, which are closely linked. Our definitions of the first two concepts are notably improved
over ones suggested in previous works, where absolute continuity had made a brief appearance in
[5, Definition 2.8], and a candidate definition of supports was proposed in [3, Definition 13.20]. Thanks
to these improvements, we now obtain desirable properties like compatibility with tensor products, and
the existence of a structured functor to Rel, which generalizes the functor FinStoch — Rel assigning
to every stochastic matrix its underlying relation. Moreover, all of our abstract notions recover the
traditional ones from measure theory.

Our main result (Theorem 2 below) is a measure-theoretic one: It says that all idempotents in
BorelStoch, the category of standard Borel measurable spaces and Markov kernels, split. Furthermore,
we expect splitting of idempotents to play a fundamental role in our ongoing work on ergodic the-
ory [11].

We now sketch the main ideas in detail. The support S from above is characterized by the property
that a general probability measure on A, seen as a stochastic matrix ¢: I — A from the singleton set
I to A, factors through the inclusion S < A if and only if ¢ < p holds. This idea can be extended to
a universal property of S, as follows.

Definition 1 (Absolute continuity and support). Given morphisms p: © — A and q: Q@ — A in a
Markov category C, the absolute continuity relation q <K p holds if for any f,g: W ® A — X we have

X A

Moreover, a support for p is a natural isomorphism
C8) = CL Ay ={q: == A | ¢<p}

for a suitable representing object S, which additionally restricts to a bijection between the corresponding
subsets of deterministic morphisms.



In words, ¢ < p says that p-a.s. equality implies g-a.s. equality. This notion of absolute continuity
differs from [5, Definition 2.8] in that it allows for an additional input W. Thanks to W, we obtain
compatibility of < with the tensor product, and we have examples showing that such compatibility
would fail without W. We also show that under mild assumptions on the Markov category, which
often hold in practice, the definition is unchanged by omitting W. Further, this synthetic version of
absolute continuity do in fact give the classical absolute continuity described at the beginning of this
abstract.

Concerning supports, we prove that a support is characterized by a deterministic monomorphism
sip: S — A satisfying si, < p and such that for every ¢: 2 —+ A, ¢ < p implies that ¢ factors through
sip. It follows that precomposition with si, classifies equality almost surely, i.e. we have

f=pg — f osi, = g osip.

However, abstract supports as in Definition 1 are not the only possible notion of support. For example,
a support inclusion S < A in FinStoch is not just monic, but in fact split monic. Requiring that si,
splits gives rise to a stronger notion that we call a split support. We show that the split support of
the tensor product is the product of their split supports and we develop a stronger universal property of
split supports extending the original one of [3, Definition 13.20]. While Definition 1 gives a mapping-in
universal property for the support, this one is surprisingly a mapping-out universal property.

We also show that in the Markov category BorelStoch of standard Borel spaces and Markov kernels,
a probability measure has a support if and only if it is atomic. We recall that an atomic measure is
a measure admitting elements with nonzero probability. Roughly speaking, the non-existence of a
support for a non-atomic measure formalizes the idea that generic probability spaces do not have a
minimal “region” in which all the mass is present. Furthermore, we prove that a non-atomic measure
cannot even have a support in any Markov category containing BorelStoch as a Markov subcategory:
This follows by showing that every morphism admitting a support satisfy a synthetic version of atom-
icity. In particular, we are able to extend this result to any causal Markov category.

The last part of our work studies idempotents in Markov categories. Our examples will show that
these come up naturally in the context of conditioning, and they are also closely related to the notion
of a support. As we will expand on in future work on the law of large numbers, idempotents are also
especially relevant in the context of ergodic theory.

There are three basic ways in which an idempotent can interact with the Markov category structure,
resulting in the definitions of balanced idempotents, strong idempotents and static idempo-
tents. For example, a balanced idempotent is an idempotent e: A — A satisfying

The other two are characterized by similar-looking string diagrams. In the most standard examples
of Markov categories, all idempotents are balanced, and this follows from a synthetic version of the
Cauchy-Schwarz inequality.

In a positive Markov category C, any split idempotent e = ¢ o 7w, with 7 o+ = id, is automatically
balanced. Moreover, split idempotents are strong (resp. static) if and only if 7 (resp. ¢) is deterministic.

Under positivity, we can also characterize a split support of a morphism p as equivalent to a static
split idempotent e satisfying e o p = p and equalizing all morphisms that are p-a.s. equal.

Finally, we show that if all static idempotents have a support under suitable assumptions on C,
then all idempotents are split idempotents. This result can be applied to prove the following new
measure-theoretic result.

Theorem 2. FEvery idempotent Markov kernel on a standard Borel measurable space splits.

Blackwell’s historical result on idempotents [1, Theorem 7] can be derived from Theorem 2 above,
while the converse is not immediate. In this sense, our result is stronger than Blackwell’s theorem.
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